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Abstract

It is known that laser beam absorption length for ceramic materials is several orders of magnitude larger than that of

metallic materials. Therefore the use of surface heating source in the modeling of laser melting of ceramics may not be

correct. In this paper, thermal fields have been modeled with both a volumetric heating source and a surface heating

source to predict the melt cross-sections of an Al2O3-based refractory during CO2 laser treatment. Three-dimension

quasi-steady state heat conduction equations are solved by applying the Green function method, while the singularities

associated with the numerical integration are dealt with using a linear interpolation method. It has been experimentally

confirmed that the model incorporating the volumetric heating source is more accurate than that incorporating the

surface heating source. The melt depths and widths predicted from the model using the volumetric heating source are in

excellent agreement with the experimental data. The predicted cross-sectional profiles of the melt/solid interfaces are

also consistent with the experimental results for smaller melt cross-sections. However, increasing discrepancy has been

observed with the increase in size of the melt cross-section.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Laser surface treatment of ceramic materials, such as

architecture and refractory materials, has drawn in-

creased interest over recent years [1–5]. In particular,

sealing alumina-based refractory surfaces by laser

melting has been shown to be a practical approach to

preparing high performance refractory materials that

retain the bulk material properties while improving the

surface properties of conventional materials [4,5]. A key
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aspect during such laser surface processing is to avoid

the occurrence of cracks due to thermal-induced stresses.

Various methods have been employed to overcome this

problem; such experimental investigations have shown

possibility of achieving crack-free and dense laser-trea-

ted surface layers for industrial applications [4–7].

On the other hand, theoretical models could offer

cost-effective and highly flexible means for analysing and

optimizing laser surface processing. In order to avoid the

occurrence of cracks during laser melting of ceramic

materials, it is essential to understand and control the

laser-induced thermal field, i.e. the temperature distri-

bution in the treated materials. The physical processes

that take place during laser surface melting include heat

transfer into the material, radiative and convective

boundary conditions, thermo-dynamics of phase-chan-

ges, a moving boundary at the melt/solid interface, fluid

flow, surface tension and mass transportation within the
ed.
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Nomenclature

a characteristic laser beam radius [m]

d laser beam diameter [m]

c specific heat [J kg�1 K�1]

D melt depth [m]

f fraction of laser mode structure that con-

tains the Gaussian mode

G Green function

I laser intensity as surface heating source

[Wm�2]

k thermal conductivity [Wm�1 K�1]

P total power of laser beam [W]

Pe P�eeclet number

PV rate of heat loss due to vaporization [W]

q laser intensity as volumetric heating source

[Wm�3]

R reflectivity of workpiece material

S melt cross-sectional area [m2]

Sb cross-sectional area of vapour phase [m2]

T absolute temperature [K]

T0 environmental temperature [K]

Tb boiling point of workpiece material [K]

Tm melting point of workpiece material [K]

U workpiece moving velocity [m s�1]

u, v, w x, y and z components of velocity [m s�1]

W melt half-width [m]

x, y, z Cartesian coordinates [m]

X 0, Y 0, Z 0 dimensionless Cartesian coordinates

zcs cross-sectional profile of melt/solid interface

[m]

zmp melt/solid interface [m]

zvp vapour/melt interface [m]

zvpcs cross-sectional profile of vapour/melt inter-

face [m]

Greek symbols

a thermal diffusivity [m2 s�1]

b power that is used to describe approximately

the melt cross-sectional profile

c laser absorption length of workpiece mate-

rial [m]

q density of workpiece material [kgm�3]

rT temperature coefficient of surface tension

[Nm�1 K�1]

sxz moment flux along z direction due to x
component of velocity [Nm�2]

syz moment flux along z direction due to y
component of velocity [Nm�2]

Superscripts
0 dimensionless quantity

i; j; k serial number of the Gaussian–Legendre

integral points

Subscripts

E experimental value

P predicted value

ref reference quantity

S value predicted from the model using a

surface heating source

V value predicted from the model using a

volumetric heating source
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molten body [8,9]. An exact theoretical model for anal-

ysing the thermal field is thus extremely complicated and

requires numerical approaches, e.g., finite difference

method or finite element method. However, such nu-

merical approaches still need considerable computer

power and long computing time [10]. Therefore, it is

necessary to have simpler analytical models to predict

rapidly the effect of process parameters and to provide

the basis for more complicated computational models

[11,12].

In order to determine the temperature profiles and/or

geometry parameters of treated tracks during laser

melting, many analytical models have been developed to

explain and predict the effects of laser-induced heating

and melting of materials [11–17]. Comprehensive re-

views of such mathematical models have been given in

[17,18]. These models are mainly based on the classic

analytical solution derived by Carslaw and Jeager in

terms of integrals over the surface of the expression for a

point source [13]. These were predominately focused on
laser melting of metallic materials. In addition, in order

to achieve satisfactory results, a continuous Gaussian

mode for the laser beam, carefully selected laser process

parameters or semi-empirical approaches were usually

employed.

Theoretically, most ceramic materials are poor ab-

sorbers of heat and much less reflective than metals to

long infrared laser wavelengths; hence, CO2 laser energy

tends to penetrate more effectively such materials than

metals [19]. Lawrence et al. [20,21] experimentally con-

firmed the absorption lengths of a CO2 laser for a con-

crete and a high-volume Al2O3-based refractory to be

470± 22 lm and 345± 22 lm respectively as compared

to less than 0.1 lm for most metallic materials. The

laser-induced thermal fields for ceramics should thus be

more appropriately modeled with volumetric heating

sources. However, surface heating sources by which

thermal fields were modeled, have been widely used in

investigations of laser surface treatments of ceramic

materials [17,22].
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Although some thermal models that incorporate

volumetric heating sources with stationary or moving

Gaussian laser sources have been developed [15,16],

analytical models for laser surface melting that incor-

porate a moving steady volumetric heating source and

applicable to any spatial mode of laser beam has not

been found in the existing literature. In the present

work, the thermal field in a type of high-volume alu-

mina-based refractory during CO2 laser surface melting

has been modeled with a volumetric heating source,

while also with a surface heating source for comparison

purposes. In the calculation cases, a mixed mode of

Gaussian beam and Doughnut beam was chosen, but

particular efforts were made to assure that the models

can incorporate any beam intensity distributions. The

main purpose of the present modeling was to predict

rapidly the melt cross-sections of ceramic materials and

to build a basis for more complicated computational

models to determine the temperature and stress profiles.

Experiments involving laser surface melting of the re-

fractory were also carried out using various laser process

parameters, and the measured melt cross-section para-

meters, including melt depths, widths, areas and cross-

section profiles were used to evaluate the validity of the

models.
2. Modeling of laser surface melting

2.1. Thermal model description

The laser surface melting of the high-volume alumina-

based refractory is briefly illustrated in Fig. 1. A con-

tinuous CO2 laser with sufficient intensity is incident

upon a workpiece of the refractory block, moving at a

constant velocity. A fraction of the incident light energy

is absorbed by the workpiece, and the very intensive heat

flux under the laser beam leads to the formation of a melt

pool. This then solidifies to produce a dense treated

track. This is a typical problem incorporating moving a
Fig. 1. Schematic diagram of the workpiece during laser sur-

face melting.
heating source and phase changes. The aim of the present

work has mainly been to develop relatively simple models

applicable to any spatial mode of the laser beam to

predict the melt cross-sections. The physical assumptions

for the model are listed as follows:

(i) The model only considers the quasi-steady heat

conduction problem. The initial thermal history of the

workpiece material and the effects of fluid flow and mass

transportation within the melt pool on heat transfer are

neglected, as in a number of previous analytical models

[9,11–13,17].

(ii) The workpiece is taken as a semi-infinite body

and the surface of the workpiece is adiabatic. This as-

sumption results from the fact that the laser beam size is

very small relative to the workpiece and the heat losses

by convection and radiation are negligible compared to

heat conduction within the workpiece [11,17].

(iii) Latent heat of fusion is not taken into account.

The major difficulty in considering latent heat of fusion

is associated with a moving phase-change interface,

across which certain jump conditions must be satisfied

and whose location is unknown a priori [23]. In the

numerical modeling, a standard approach for dealing

with such phase-change processes is the so-called ‘‘fixed-

grid enthalpy-based’’ method [24]. In this method, an

appropriate formulation of latent heat function plays a

pivotal role in assuring the results from the energy

equation consistent with the phase-change consider-

ation. Recently, Chakraborty and Dutta [24] developed

a generalized formulation for evaluation of latent heat

functions for any phase-change situation. In the present

work, a relatively simple model was developed to build a

basis for more complicated numerical models to deter-

mine the temperature and stress fields. Therefore, the

latent heat of fusion was omitted for simplification. This

approximation can be quite reasonable because the la-

tent heat absorbed at the melting interface is less than

10% of the incident laser energy and is liberated at the

solidifying interface [14].

(iv) Heat loss due to vaporization is taken into con-

sideration since the chosen workpiece material in this

work, the refractory brick, is porous, and a sufficiently

intensive laser power is needed for the molten body to

flow and seal the surface completely. In such a case,

vaporization occurs and takes away a considerable

amount of heat. However, in order to simplify the cal-

culation procedure, it is assumed that the produced va-

pour remains in its original place as a liquid phase and

the heat taken away by the vaporization is equal to the

latent heat of vaporization absorbed by the vapour,

which is determined by an iteration method, as detailed

in the next sections.

(v) The properties of the refractory brick, such as

thermal conductivity, thermal diffusivity and reflectivity,

are isotropic and independent of temperature. The

property parameters of all solid, liquid and vapour
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phases of the workpiece material are identical in value.

The porosity of the refractory brick is considered to

contribute to reducing thermal conductivity and thermal

diffusivity.

(vi) The heating source can be any spatial mode of

the laser beam. In the calculations, a mixture of the

Gaussian and Doughnut modes is adopted as the volu-

metric heating source and the surface heating source.

For the volumetric source, the laser energy penetrating

into the workpiece is expressed by means of the Beer

Lambert’s law [19–21].

2.2. Mathematical formulation

For mathematical formulation, a Cartesian geometry

is employed; the x–y plane of the coordinate system lies

on the surface of the workpiece and the origin coincides

with the centre of the laser beam (see Fig. 1). The

workpiece moves in the positive x direction with a con-

stant velocity U . For a laser beam with intensity distri-

bution of Iðx; yÞ, if the workpiece material has an

absorption length, c, to the laser, according to the Beer

Lambert’s law [19], a volumetric heating source can be

expressed as

qðx; y; zÞ ¼ ð1� RÞIðx; yÞ
c

exp

�
� z
c

�

�1 < x < þ1; �1 < y < þ1; zP 0 ð1Þ

The governing equation of the quasi-steady heat

conduction problem is thus given by

r2T þ U
a
oT
ox

þ qðx; y; zÞ
k

¼ 0

�1 < x < þ1; �1 < y < þ1; z > 0 ð2Þ

with the boundary conditions

T ðx; y; zÞ ¼ T0 as x ! �1; y ! �1 ð3Þ
T ðx; y; zÞ ¼ T0 þ
Z 1

x
1
¼�1

Z 1

y
1
¼�1

Z 1

z
1
¼�1

qðx1; y1; z1Þ � Gðx; y; z; x1; y1; z1Þdz1 dy1 dx1

¼ T0 þ
1� R
4pkc

Z 1

x
1
¼�1

Z 1

y
1
¼�1

Z 1

z
1
¼�1

Iðx1; y1Þ

�
exp U

2a ðx� x1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þ ðy � y1Þ2 þ ðz� z1Þ2

q� �
� z1j j

c

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þ ðy � y1Þ2 þ ðz� z1Þ2

q dz1 dy1 dx1 ð11Þ
and

k
oT ðx; y; 0Þ

oz
¼ �qðx; y; 0Þ ð4Þ

The above Eqs. (1)–(4) formulate the thermal model

using the volumetric heating source completely. Math-
ematically, this problem can be transformed into the

following problem, defined by Eqs. (5)–(7), to solve the

temperature field T ðx; y; zÞ.

qðx; y; zÞ ¼ ð1� RÞIðx; yÞ
c

exp

�
� jzj

c

�

�1 < x < þ1; �1 < y < þ1; �1 < z < þ1
ð5Þ

r2T þ U
a
oT
ox

þ qðx; y; zÞ
k

¼ 0

�1 < x < þ1; �1 < y < þ1; �1 < z < þ1
ð6Þ

T ðx; y; zÞ ¼ T0 as x ! �1; y ! �1; z ! �1 ð7Þ

The Green’s function Gðx; y; z; x1; y1; z1Þ satisfies

r2Gþ U
a
oG
ox

þ dðx� x1Þdðy � y1Þdðz� z1Þ
k

¼ 0

�1 < x < þ1; �1 < y < þ1; �1 < z < þ1
ð8Þ

Gðx; y; z; x1; y1; z1Þ ¼ 0

as x ! �1; y ! �1; z ! �1 ð9Þ

is

Gðx;y;z;x1;y1;z1Þ¼
1

4pk

�
exp U

2a

�
ðx�x1Þ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx�x1Þ2þðy� y1Þ2þðz� z1Þ2

q �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx�x1Þ2þðy� y1Þ2þðz� z1Þ2

q

ð10Þ

Then, the temperature T ðx; y; zÞ at a point ðx; y; zÞ for
the thermal model defined by Eqs. (1)–(4) can be solved

from the triple integral (11) through the application of

Eqs. (5)–(10).
If the absorption length, c, is very small, the incident

laser can be simplified as a surface heating source, as

modelled in a number of contributions to the laser sur-

face treating of metallic materials [11–13]. In the case of

a surface heating source, the governing heat conduction

equation is
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r2T þ U
a
oT
ox

¼ 0

�1 < x < þ1; �1 < y < þ1; z > 0 ð12Þ

The corresponding boundary conditions are

T ðx; y; zÞ ¼ T0 as x ! �1; y ! �1 ð13Þ

and

k
oT ðx; y; 0Þ

oz
¼ �ð1� RÞIðx; yÞ ð14Þ

Following the work of Carslaw and Jaegar [13] and

Dowden [12], the solution to this surface-heating prob-

lem is given as a double integral
T ðx; y; zÞ ¼ T0 þ
1� R
2pk

Z 1

x
1
¼�1

Z 1

y
1
¼�1

Iðx1; y1Þ
exp U

2a ðx� x1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þ ðy � y1Þ2 þ z2

q� �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þ ðy � y1Þ2 þ z2

q dy1 dx1 ð15Þ
Theoretically, thermal models incorporating a volu-

metric heating source is more appropriate for ceramic

materials. However, surface heating sources are widely

used in the thermal modelling of laser surface treatment

of ceramic materials [17,22]. Thus in the present model,

a surface heating source and a volumetric heating source

are both employed for comparison purposes.

Based on Eqs. (11) and (15), the cross-sectional

profile of the melt/solid interface, zcsðyÞ, can be readily

calculated. The melt/solid interface, zmpðx; yÞ, can be

solved from Eq. (16)

T ðx; y; zmpðx; yÞÞ ¼ Tm ð16Þ

Then, zcsðyÞ is the maximum value of zmpðx; yÞ for

different y values as a function of x, i.e.,

zcsðyÞ ¼ maxðzmpðx; yÞÞ �1 < x < 1 ð17Þ

The melt depth is

D ¼ maxðzcsðyÞÞ �1 < y < 1 ð18Þ

The melt half-width is

W ¼ minðjyjÞ as zcsðyÞ ¼ 0 ð19Þ

The melt cross-section area

S ¼
Z

zcsðyÞdy ð20Þ

In the present calculations, from consideration of the

heat loss by vaporization, the energy distribution of a

mixed laser mode of the Gaussian beam and Doughnut

beam is expressed as [19]
Iðx; yÞ ¼ P � PV=ð1� RÞ
pa2

f
�

þ ð1� f Þ x2 þ y2

a2

� ��

� exp

�
� x2 þ y2

a2

�

�1 < x < þ1; �1 < y < þ1 ð21Þ

Substituting Eq. (21) into Eq. (5), one obtains

qðx; y; zÞ ¼ ð1� RÞP � PV
pa2c

f
�

þ ð1� f Þ x2 þ y2

a2

� ��

� exp

�
� x2 þ y2

a2
� jzj

c

�

�1 < x < þ1; �1 < y < þ1; �1 < z < þ1
ð22Þ
If vaporization does not take place, PV is taken as

zero. When vaporization occurs, the quantity of PV
is used to signify the heat loss due to vaporization.

According to assumption (iv),

PV ¼ LVqUSb ð23Þ

where Sb is the cross-sectional area of the vapour phase

gap, zvpcsðyÞ, which can be obtained from the vapour/

liquid interface zvpðx; yÞ satisfies
T ðx; y; zvpðx; yÞÞ ¼ Tb ð24Þ

Similar to the solution of zcsðyÞ, zvpcsðyÞ is the maxi-

mum value of zvpðx; yÞ at different y values as a function

of x, i.e.,

zvpcsðyÞ ¼ maxðzvpðx; yÞÞ �1 < x < 1 ð25Þ

Sb ¼
Z

zvpcsðyÞdy ð26Þ

When vaporization occurs, the solution derived

above cannot be solved directly because the value of PV
is initially unknown. Thus an iterative process is neces-

sary to solve the problem.

If the following dimensionless groups are introduced

X 0 ¼ x
a
; Y 0 ¼ y

a
; Z 0 ¼ z

a
; c0 ¼ c

a
;

T 0 ¼ T � T0
½ð1� RÞP � PV�=ð4p2ac0kÞ ;

T 0
m ¼ Tm � T0

½ð1� RÞP � PV�=ð4p2ac0kÞ ;

T 0
b ¼

Tb � T0
½ð1� RÞP � PV�=ð4p2ac0kÞ ; Pe ¼ Ua

2a

ð27Þ
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Then, Eqs. (11) and (15) are changed to the dimen-

sionless forms, as (28) and (29), respectively.
T 0ðX 0; Y 0; Z 0Þ ¼
Z 1

X 0
1
¼�1

Z 1

Y 0
1
¼�1

Z 1

Z0
1
¼�1

½f þ ð1� f ÞðX 02
1 þ Y 02

1 Þ� exp½�ðX 02
1 þ Y 02

1 Þ�

�
exp Pe

�
ðX 0 � X 0

1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q �
� jZ0

1
j

c0

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q dZ 0
1 dY

0
1 dX

0
1 ð28Þ

T 0ðX 0; Y 0; Z 0Þ ¼ 2c0
Z 1

X 0
1
¼�1

Z 1

Y 0
1
¼�1

½f þ ð1� f ÞðX 02
1 þ Y 02

1 Þ� exp½�ðX 02
1 þ Y 02

1 Þ�

�
exp Pe

�
ðX 0 � X 0

1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q dY 0
1 dX

0
1 ð29Þ
2.3. Numerical procedures

Double and triple numerical integrations are usually

necessary to solve the thermal fields expressed as Eqs. (11)
T 0ðX 0; Y 0; Z 0Þ ¼
Z 5

X 0
1
¼�5

Z ffiffiffiffiffiffiffiffiffiffi
25�X 02

p

Y 0
1
¼�

ffiffiffiffiffiffiffiffiffiffi
25�X 02

p

Z 5

Z0
1
¼�5

½f þ ð1� f ÞðX 02
1 þ Y 02

1 Þ� exp½�ðX 02
1 þ Y 02

1 Þ�

�
exp Pe

�
ðX 0 � X 0

1Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q �
� Z0

1j j
c0

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX 0 � X 0

1Þ
2 þ ðY 0 � Y 0

1Þ
2 þ ðZ 0 � Z 0

1Þ
2

q dZ 0
1 dY

0
1 dX

0
1 ð30Þ

T 0ðX 0; Y 0; Z 0Þ ¼ 2c0
Z 5

X 0
1
¼�5

Z ffiffiffiffiffiffiffiffiffiffi
25�X 02

p

Y 0
1
¼�

ffiffiffiffiffiffiffiffiffiffi
25�X 02

p ½f þ ð1� f ÞðX 02
1 þ Y 02

1 Þ� exp½�ðX 02
1 þ Y 02

1 Þ�

�
exp Pe

�
ðX 0 � X 0

1Þ �
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and (15), or the corresponding dimensionless forms, Eqs.

(28) and (29). However, these equations can be singular at

the numerical integration points, as viewed in the example

in Fig. 2. If the incident laser intensity is continuous over

the whole integral domain, as is the case for Eqs. (21) and

(22), the singularities can be avoided by means of a suit-

able coordinate transformation. One of the aims of the

present modelling is to produce relatively simple models

that can incorporate any mode of laser beam. An alter-

native approach is therefore employed to deal with the

singularities associated with the numerical integration.
Knowing that the laser energy distributed in loca-

tions outside five times the beam radius and beneath a
depth that is five times the absorption length is very

small and negligible, Eqs. (28) and (29) can be modified

as Eqs. (30) and (31) respectively, without significant

changes.
For thermal models based on Eqs. (30) and (31) as

well as other structural modes of laser beams with def-

inite heating domains, the Gauss–Legendre quadrature

is appropriate for calculation of the thermal fields [25].

In order to deal with the singularities at the integration

points, any interpolation function used in the finite ele-

ment method can be used to describe the temperature

distribution within the integration domain. In the pres-

ent work, the linear interpolation was used. Fig. 3 shows

the schematic relationship between the Gauss–Legendre

points, (X 0i
1 ; Y

0i;j
1 ; Z 0k

1 ), (i ¼ 1; 2; . . .; j ¼ 1; 2; . . ., k ¼



Fig. 2. A singular surface temperature distribution produced

from Eq. (29) using numerical integration for Pe ¼ 1:47,

c0 ¼ 0:138 and f ¼ 0:35.

Fig. 3. A schematic relationship between the Gauss–Legendre

points and the interpolation nodes used to describe the tem-

perature distribution within the integration domain.
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1; 2; . . .), and the interpolation nodes in the case of the

volumetric heating source. Each of the nodes chooses

the central point of the four near-neighbour Gauss–

Legendre points. Briefly, the temperature of any point

within a hexahedron composed of eight near-neighbour

nodes is expressed as a linear interpolation function of

the eight nodes. In the case of a surface heating source,

the integration domain is separated into corresponding

quadrilaterals and the temperature is expressed as a

linear interpolation function of four near-neighbour

nodes. Good accuracy of the interpolation can be ac-

complished by applying sufficient integration points and

correspondingly sufficient interpolation nodes. Further

details on such a linear interpolation can be obtained

from any literature on the finite element method, for

instance, [23,26], and, hence, are not repeated here.

Although the integration domain is separated into

discrete regions, as in the finite element method, the

present model only needs to calculate the local temper-

atures of eight or four nodes simultaneously for calcu-

lation of the temperature at a point within the integration

domain. If the point is outside the integration domain, it

is not necessary to use the linear interpolation and the

temperature can be directly calculated with the numerical

integration. Thus, the present model can assure rapid
calculation for the above-mentioned purpose of predic-

tion.

With application of the linear interpolation to deal

with the singularities associated with the numerical in-

tegration, the calculation procedure for prediction of the

melt cross-sections is carried out according to the fol-

lowing steps:

(i) Calculate the dimensionless temperature distribu-

tion on the workpiece surface and, thus, find the maxi-

mum dimensionless temperature. According to Eq. (27),

with respect to a set of laser beam radius and workpiece

moving velocity, by taking PV as zero, determine the

minimum laser power required for the occurrence of

melting and vaporization of the workpiece material from

the maximum dimensionless temperature corresponding

to the dimensionless melting point and boiling point,

respectively.

(ii) For a set of laser process parameters, including

the power, beam radius and workpiece moving velocity,

if the power is between the minimum powers required

for the occurrence of the melting and vaporization, then

directly calculate the parameters of the melt cross-sec-

tions from step (iv). If the power is larger than the

minimum power required for the occurrence of vapori-

zation, take half the over power as the initial value of PV
and perform an iteration step (iii) to determine the heat

loss due to vaporization, prior to step (iv).

(iii) According to the dimensionless boiling point

defined in Eq. (27), find a contour of the vapour/melt

interface on the workpiece surface according to the di-

mensionless temperature distribution obtained in step

(i). Considering x and y within the contour, determine

the profile of the cross-section of the vapour/melt in-

terface, zvpcsðyÞ, with a maximizing algorithm based on a

seventh polynomial of x for a given value of y. Succes-
sively calculate a new heat loss due to vaporization ac-

cording to Eqs. (23) and (26). Repeat this step until

convergence of the heat loss reaches a limiting value.

(iv) Determine the cross-sectional profile of the melt/

solid using a method similar to that in step (iii), although

the dimensionless boiling point and vapour/melt inter-

face are replaced by the dimensionless melting point and

melt/solid interface, respectively, no iteration process is

needed. Finally calculate the melt depth, half-width and

cross-section area according to Eqs. (18)–(20).
3. Experimental procedure

The high-volume alumina-based refractory used to

validate the present model was the same as that inves-

tigated in [4,5,20,21]. Table 1 lists the related physical

properties of the material needed for the model. For the

purpose of experimental convenience, the as-received

refractory brick was sectioned into squares of 100�
50� 20 mm3 prior to laser surface melting.



Table 1

The physical properties of the high-volume alumina-based

refractory used for the modeling

Property Value Reference

q (kg/m3) 3180 [5]

K (Wm�1 K�1) 3.25 [4]

a· 10�6 (m2/s) 0.85 [4,5]

c (lm) 345 [20,21]

R 0.15 [5]

Tm (K) 2373 [5]

Tb (K) 3223 [4,27,28]

LV (kJ/kg) 4102 [4,27,28]
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The laser used was a CO2 laser (Rofin-Sinar) emitting

at 10.6 lm and operating in the continuous wave (CW)

mode with a maximum output power of 1.2 kW. The

CO2 laser beam was delivered to the workpiece surface

by focusing the beam through a 150 mm focal length

ZnSe lens. The laser optics were protected by means of a

coaxially-blown Ar shield gas jet at a rate of 5 l/min. The
Table 2

Comparison of experimental and predicted melt depths, half-widths a

Laser processing parameter Experimental results P

s

P
(W)

d
(mm)

U
(mm/s)

WE

(mm)

DE

(mm)

SE
(mm2)

W
(

500 10 1 3.56

(0.11)

1.68

(0.04)

7.50

(0.20)

3

600 10 1 3.70

(0.20)

2.05

(0.11)

9.80

(0.80)

4

700 10 1 3.86

(0.06)

2.22

(0.12)

11.65

(0.81)

4

800 10 1 3.90

(0.05)

2.83

(0.03)

15.25

(0.45)

4

900 10 1 4.25

(0.09)

2.97

(0.16)

16.94

(1.09)

4

1000 10 1 4.74

(0.21)

3.40

(0.09)

19.94

(0.74)

5

1000 10 3 3.47

(0.21)

1.63

(0.02)

8.03

(0.54)

3

1000 10 5 3.09

(0.09)

0.99

(0.13)

4.38

(0.31)

3

1000 10 7 2.92

(0.09)

0.86

(0.06)

3.30

(0.16)

2

1000 10 9 2.60

(0.03)

0.56

(0.01)

2.15

(0.05)

2

600 8 7 1.97

(0.10)

0.60

(0.05)

1.73

(0.10)

2

700 10 5 2.56

(0.03)

0.79

(0.01)

2.58

(0.08)

2

800 6 3 2.56

(0.03)

1.81

(0.03)

6.41

(0.15)

2

900 12 1 4.83

(0.05)

2.82

(0.03)

16.99

(0.34)

5

Note that the experimental data in parentheses stand for the differen
workpieces were driven by an x–y CNC table. Various

laser processing values for the laser power, beam size

and workpiece moving velocity were used for the para-

metric investigation, as listed in Table 2.

The cross-sectional profiles of the melt/solid inter-

faces were measured using an image analysis method.

The measurements involved the following steps: (a) ob-

serve the original images of the melt cross-sections using

an optical microscope (OM), (b) obtain the grey level

images of 768 · 512 pixel using a CCD camera, (c)

produce binary images from the grey level images and

find the edges of the melt/solid interface by specifying

suitable thresholds. The last step was accomplished us-

ing the image analysis toolbox of the MATLAB R12

software (The Mathworks, Inc.). A representative grey

level image and the corresponding cross-sectional profile

of the melt/solid interface are illustrated in Fig. 4. Note

that some spherical pores were present along the melt

edge and their shapes were distinguished from those in

the untreated refractory brick. Thus, these spherical

pores should be included in the melt cross-section. For
nd cross-section areas

rediction from surface

ource

Prediction from volumetric

source

S

mm)

DS

(mm)

SS
(mm2)

WV

(mm)

DV

(mm)

SV
(mm2)

.81 2.11 10.77 3.64 1.96 10.66

.16 2.40 13.87 4.00 2.30 13.66

.41 2.67 16.88 4.28 2.61 16.58

.61 2.93 19.84 4.50 2.90 19.47

.82 3.18 22.87 4.70 3.17 22.33

.00 3.42 25.83 4.90 3.43 25.29

.74 1.68 9.02 3.52 1.66 8.87

.27 1.16 5.34 3.01 1.14 5.28

.99 0.90 3.73 2.69 0.87 3.70

.77 0.74 2.83 2.40 0.68 2.57

.22 0.71 2.14 1.82 0.61 1.71

.78 0.92 3.28 2.48 0.82 3.10

.79 1.75 7.35 2.64 1.78 7.19

.17 3.02 22.33 5.03 2.94 21.89

ces of lower or upper bounds from the average values.



Fig. 4. A representative OM grey level image and the corresponding cross-sectional profile of the melt/solid interface for P ¼ 1000 W,

d ¼ 10 mm and U ¼ 1:0 mm/s. Note the vertical crack formed due to thermal-induced stress.
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each sample, three measurements were repeated to ob-

tain the average values for melt width, depth and cross-

section area.
4. Results and discussion

This section includes the temperature distributions

calculated from the present models, the minimum laser

powers required for the occurrence of melting and va-

porization, the melt depths and widths, the cross-sec-

tional profiles of the melt/solid interfaces as well as the

experimental evaluation. All calculations were executed

using the MATLAB R12 (The Mathworks, Inc.) on a

PC computer with GenuineIntel x86 Family 6 Model 8

Stepping 10 processor and 255.0 MB RAM. The cal-

culations were based on the material properties listed in

Table 1 and confined to the laser process parameters of

power from 100 to 1000 W, beam diameter from 6 to 12

mm and workpiece moving velocity from 1.0 to 9.0 mm/

s. A fraction of the Gaussian mode f ¼ 0:35 in Eqs. (21)

and (22) was chosen for approximating the experimental

CO2 laser as shown in Fig. 5. Except for the data used to
-3 -2 -1 0 1 2 3
0.0
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0.4
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 Measurment
 Assumptionπa
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Fig. 5. Comparison of the assumed and the measured laser

intensity profiles.
compare the experimental results, the other data points

drawn in the following figures were calculated using the

process parameters of the complete combination of the

laser power ranked into 10, beam diameter into four and

workpiece moving velocity into five equal levels.

4.1. Temperature distribution

Fig. 6 presents the dimensionless temperature con-

tours on the surface of the workpiece for Pe ¼ 1:47
calculated from the two models using a volumetric

heating source and a surface heating source, respec-

tively. See Eq. (27) for the definition of Pe. The singu-

larities associated with the numerical integration have

been completely avoided and the temperature distribu-

tions were smooth. Due to the motion of the workpiece

in the positive x direction relative to the laser beam,

which caused advection heat flow to occur in the same

direction, the peak temperatures at the workpiece sur-

face were near the trailing edge of the laser beam rather

than at the beam centre.

Figs. 7 and 8 show the dimensionless temperatures

calculated from the two models for different P�eeclet
numbers as functions of X 0 at the X 0 axis and as func-

tions of Z 0 at the line of X 0 ¼ 1:0 and Y 0 ¼ 0, respec-

tively. It has been demonstrated that the temperature

varies with the P�eeclet number for the surface heating

source [17]. The present modeling is mainly concerned

with the difference between the two heating sources.

Near the workpiece surface, the temperatures calculated

from the model using the volumetric heating source are

lower than those calculated using the surface heating

source for the various P�eeclet numbers. Away from the

surface, for smaller P�eeclet numbers, the temperatures

calculated from the models using the two heating sour-

ces are almost identical; however, for larger P�eeclet
numbers, the temperatures calculated from the model

using the volumetric heating source appear higher than

those calculated using the surface heating source. This



Fig. 6. The dimensionless temperature contours on the surface of the workpiece for Pe ¼ 1:47, calculated from the two models using

(a) the volumetric heating source and (b) the surface heating source, respectively.
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Fig. 7. The dimensionless temperatures calculated from the two

models as functions of X 0 for various P�eeclet numbers at X 0 axis

(Y 0 ¼ 0, Z 0 ¼ 0).
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Fig. 8. The dimensionless temperatures calculated from the two

models as functions of Z 0 for various P�eeclet numbers at the line

of X 0 ¼ 1:0 and Y 0 ¼ 0.
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result may be due to the fact that more heat absorbed

by the workpiece surface can diffuse into the workpiece

for a smaller P�eeclet number than for a larger P�eeclet
number.
4.2. Minimum laser powers required for the occurrence of

melting and vaporization

It is of practical importance to know the minimum

laser powers required for the occurrence of melting and

vaporization under different laser beam sizes and

workpiece moving velocities. Fig. 9 gives the contour

plots for the minimum laser powers from the two models

using the volumetric heating source and the surface

heating source required for the occurrence of melting as

a function of workpiece moving velocity and laser beam

diameter. In agreement with the peak temperatures de-

pendent on the heating source shown in Fig. 7, the

minimum laser power predicted using the volumetric

heating source is clearly higher than that predicted using

the surface heating source for an identical laser beam

size and workpiece moving velocity.

Accordingly, it is also apparent from Fig. 7 that the

minimum laser power predicted using the volumetric

heating source required for the occurrence of vaporiza-

tion is higher than that predicted using the surface

heating source (Fig. 10). Previous investigations by

Triantafyllidis et al. [5] indicated that a power of 680 W

was appropriate for the refractory to be sealed, with the

formation of a crack-free and pore-free surface using a

beam of 12 mm diameter and a workpiece moving ve-

locity of 0.4 mm/s. From Fig. 10, it can be seen that this

power is much higher than the minimum laser powers of

the two heating models required for the occurrence of

vaporization. Thus, for development of an exact thermal

model to analyze the laser surface melting of the re-

fractory, the heat loss due to vaporization should not be

neglected.

4.3. Melt depths and widths

From Figs. 6 and 7, it is clear that the melt width

predicted from the model incorporating the volumetric

heat source would always be smaller than that predicted
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Fig. 9. The minimum laser powers (in Watt) for the two models using (a) the volumetric heating source and (b) the surface heating

source required for the occurrence of melting as a function of workpiece moving velocity and laser beam diameter.
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from the model incorporating the surface heating

source, no matter what the laser process parameters.

However, from Fig. 8, it is also clear that the melt depths

predicted from the model using the volumetric heating

source may be larger or smaller than those predicted

from the model using the surface heating source.

Figs. 11 and 12 compare the relative errors in the

melt depths and half-widths predicted from the model

using the surface heating source with those predicted

from the model using the volumetric heating source.

Roughly, for the larger melt depths and half-widths, the

values predicted from the two models were relatively

close to each other. However, for smaller melt depths

and widths (for example, less than 2.0 mm), considerable

differences exist in the values predicted from the two

models. This results from the fact that, for smaller melt

depths and widths, a considerable amount of laser en-

ergy has been at once absorbed by material outside the

melt pools for the model incorporating the volumetric

heating source.

An analytic model derived by Lawrence et al. [18]

showed a linear dependence of the melt depth in selected

architectural materials on the ratio of P=ðdUÞ1=2. Such a
relationship was explored in the present modeling. Figs.

13 and 14 respectively show plots of the predicted melt

depth versus P=ðdUÞ1=2 and the predicted melt half-

width versus P=ðdUÞ1=2. It can be seen that, for both

models, only within the local region of the laser process

parameters, do approximately linear relationships occur
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between the predicted melt depth or half-width and

P=ðdUÞ1=2. This is reasonable because fewer assumptions

were made in the present models than in the model given

in [18].
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Fig. 13. Plots of the predicted melt depth, D, versus P=ðdUÞ1=2 for the
surface heating source.
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Fig. 14. Plots of the predicted melt half-width, W , versus P=ðdUÞ1=2
(b) the surface heating source.
4.4. Cross-sectional profiles of the melt/solid interfaces

Fig. 15 depicts plots of the melt cross-sectional area

versus the product of the melt depth and half-width

predicted from the two models using the volumetric

heating source and the surface heating source respec-

tively. The plot for the volumetric heating source

showed excellent linearity, and that for the surface

heating source also showed good linearity. Thus, the

predicted cross-sectional profiles could be approxi-

mately described by the function defined by:

zcsðyÞ ¼ D 1� jyj
W

� 	b
� �

jyj < W

0 jyjPW

8<
: ð32Þ

and

S ¼
Z W

y¼�W
D 1

�
� jyj

W

� ��
dy ¼ 2b

1þ b
DW ð33Þ

The constant powers of b for the profiles predicted

from the models using the volumetric heating source and
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for the two models using (a) the volumetric heating source and
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Fig. 15. Plots of the melt cross-section area, S, versus the product of the melt depth and half-width, DW, predicted from the two

models using (a) the volumetric heating source and (b) the surface heating source.
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Fig. 17. Plots of the predicted melt half-width, WP, versus ex-
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rating the volumetric heating source (solid squares) and the

surface heating source (open squares). Note that the error bars

stand for the lower and upper bounds of the measured data.
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the surface heating source were respectively 3.00 and

2.64.

4.5. Experimental evaluation

The accuracy of the melt cross-sectional parameters

predicted from the models is evaluated by comparison

with experimental results. The chosen laser process

parameters, experimental and predicted melt depths,

widths and cross-sectional areas are listed in Table 2.

For the purpose of clarity, Figs. 16–18 show the pre-

dicted values as functions of the experimental results.

Note that the straight lines in these figures represent the

situation where the y-coordinate is equal to the x-coor-
dinate. From these figures, it is evident that the model

incorporating the volumetric heating source was more

accurate than that incorporating the surface heating

source for prediction of the melt depths, half-widths and

cross-sectional areas. The melt depths and half-widths
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Fig. 16. Plots of the predicted melt depth, DP, versus experi-

mental melt depth, DE, for the two models incorporating the

volumetric heating source (solid squares) and the surface

heating source (open squares). Note that the error bars stand

for the lower and upper bounds of the measured data.
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Fig. 18. Plots of the predicted melt cross-section area, SP,
versus experimental melt cross-section area, SE, for the two

models incorporating the volumetric heating source (solid

squares) and the surface heating source (open squares). Note

that the error bars stand for the lower and upper bounds of the

measured data.
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versus the product of the melt depth and half-width, DEWE.

Note that the error bars stand for the lower and upper bounds

of the measured data.
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predicted from the model incorporating the volumetric

heating source were in good agreement with the exper-

imental results. The predicted cross-sectional areas were

also relatively consistent with the experimental data for

smaller melt cross-sections. However, an increasing

discrepancy is observed with increase in size of the melt

cross-sections.

Fig. 19 shows a plot of the experimental melt cross-

sectional area versus the product of the melt depth and

the half-width. For small melt cross-sectional areas, for

example less than 5 mm2, a power of b close to 3.0,

predicted from the model using the volumetric heating

source, was acceptable for describing the cross-sectional

profile from Eq. (32). However, in the outline, a smaller

b value of 1.74 was obtained from Eq. (33). Fig. 20

further compares the melt cross-sectional profiles pre-

dicted from the two models with those measured using

an image analysis method for two sets of laser process

parameters. For the smaller melt cross-section, the

profile predicted from the model using the volumetric

heating source agreed very well with the measured pro-
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Fig. 20. The melt cross-section profiles predicted from the two models

(a) P ¼ 600 W, d ¼ 8:0 mm, U ¼ 7:0 mm/s and (b) P ¼ 1000 W, d ¼
file; however, that predicted from the model using the

surface heating source was obviously larger than that

measured. For the larger melt cross-section, the profiles

predicted from the two models were almost identical.

The melt depths and widths predicted from the two

models were relatively close to the measured values.

However, the predicted profiles were somewhat fatter

than the measured profile.

In addition to neglecting latent heat of fusion, the

assumptions of a semi-infinite workpiece and tempera-

ture-independent properties, as well as the simplification

of heat loss due to vaporization in the present modeling

influenced the thermal fields. The above observed dif-

ference between small and larger melt pools can be more

reasonably associated with the neglect of fluid flow

within the melt pools. The flow within a melt pool is

determined by the temperature-dependent surface ten-

sion and thermal buoyancy [8]. The energy equation

including fluid flow is given by

o

ox
ðuT Þ þ o

oy
ðvT Þ þ o

oz
ðwT Þ

¼ ar2T þ U
oT
ox

þ ð1� RÞqðx; y; zÞ
qc

ð34Þ

From the balance between shear force and surface ten-

sion at the top surface of melt pool, it can be given

sxz ¼ �m
ou
oz

� �
top

¼ rT

oT
ox

� �
top

ð35aÞ

syz ¼ �m
ov
oz

� �
top

¼ rT

oT
oy

� �
top

ð35bÞ

Following the work of Chakraborty et al. [29], Eqs. (34)

and (35) can be scaled as

uref
xref

þ vref
yref

þ wref

zref
þ a

1

x2ref

�
þ 1

y2ref
þ 1

z2ref

�

þ U
xref

� ð1� RÞq
qcðTmax � TmÞ ð36Þ
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compared with those measured using image analysis method for

10:0 mm, U ¼ 1:0 mm/s.
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m
uref
zref

� rT

Tmax � Tm
xref

ð37aÞ

m
vref
zref

� rT

Tmax � Tm
yref

ð37bÞ

Experimental results in Table 2 indicated that melt

half-width and melt depth were of the same of order as

laser beam radius. Thus, it is reasonable to use

xref � yref � zref � a for a scaling analysis. Also, assume

that the x, y and z components of reference velocity are

of the same order as each other, and are all taken as uref .
Then combing Eqs. (36) and (37), the following relation

can be derived

3

a
uref þ

3a
a2

þ U
a
� ð1� RÞrTq

qcmuref
ð38Þ

From Eq. (38), one can obtain

uref �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð3aþ aUÞ2 þ 12ð1�RÞa2rTq

qcm

q
� ð3aþ aUÞ

6a
: ð39Þ

For a given uref , the three terms in the left side of Eq.

(38) can represent the relative ratios of laser energy

consumed by fluid flow, thermal diffusion and workpiece

moving. From Eqs. (38) and (39), it can be seen that the

higher the effective heat flux, the larger the ratio of en-

ergy consumed by fluid flow. Therefore, for a smaller

melt pool, the effect of fluid flow on the thermal field is

negligible. For a larger melt pool, a considerable amount

of energy is consumed by the fluid flow, which would

lead to a decrease in the size of the melt pool to some

extent. At the bottom centre and surface edge of the melt

pool, there exist zones with zero velocity. The changes in

the melt depth and width due to the flow are, hence,

insignificant. Such fluid flow within the melt pool tends

to result in leaner melt cross-sectional profiles [30].

Therefore, the models presently developed were able to

provide a good understanding of some of the physical

processes taking place during laser surface melting of

ceramic materials. The model using the volumetric

heating source was able to predict quite well the melt

depths and widths. For larger melt pools, fluid flow

should be included in future models used to determine

the thermal and stress fields.
5. Conclusions

A thermal model incorporating a volumetric heating

source for the prediction of melt cross-sections of ce-

ramic material during laser surface melting has been

developed and compared with a corresponding model

incorporating a surface heating source. By applying a

linear interpolation within the heating domain, the cal-

culated temperature distributions were very smooth,

without singularities.
The melt cross-sectional profiles predicted from the

models using the volumetric heating source and the

surface heating source respectively could be approxi-

mately described as a function of the melt depth and

half-width.

Roughly, for melt depths and half-widths greater

than 2.0 mm, the values predicted from the two models

were relatively close to each other. However, for the melt

depths and widths less than 2.0 mm, considerable dif-

ferences existed between the values predicted from the

two models.

From comparison with experimental results for a

high-volume alumina-based refractory, the model in-

corporating the volumetric heating source was more

accurate than that incorporating the surface heating

source for prediction of melt depths, half-widths and

cross-sectional areas. The melt depths and half-widths

predicted from the model incorporating the volumetric

heating source were in good agreement with the exper-

imental results. The predicted cross-sectional areas were

also reasonably consistent with the experimental data

for smaller melt cross-sections. However, an increasing

discrepancy was observed with increase in the size of the

melt cross-sections, which was associated with the na-

ture of fluid flow within the melt pool.
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